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1. Introduction 

This deliverable describes the work related with the task T2.4, exploration and viability 

studies. Three main works has been developed and are presented below. 

The objective of this document is to explore and perform viability studies of technologies 

that may contribute additionally to the project technologies. The goal of this task is to explore 

research alternatives not directly considered within the project. It may comprise the use of 

additional sensors, processing methodologies or the study of new application areas where the 

developed approaches may be of use (technological re-usability). 

All these works have been developed and implemented by the Video Processing and 

Understanding Lab in the Escuela Politécnica Superior of the Universidad Autónoma de Madrid. 

 

1.1. Document structure 

This document contains the following chapters: 

 Chapter 1: Introduction to this document 

 Chapter 2: Describes a system developed for heart rate detection using video. 

 Chapter 3: Describes a work focused on people privacy preservation in video-

surveillance. 

 Chapter 4: Presents a work which combines colour, texture and depth information to 

identify materials in a Kinect-like controlled scenario. 
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2. Heart rate detection using video 

The objective of this work is to design and develop an algorithm that allows to detect the 

heart rate by analyzing natural color, segmentation masks and depth video sequences [1]. Using 

these last kind of sequences allows the preservation of the privacy of the monitored person and 

working in conditions of low or no lighting. 

A new approach has been designed and implemented, starting from a base algorithm based 

on previous work in which we rely. After implementing and validating the base algorithm on 

color natural sequences, the new approach has been designed and developed: an algorithm 

working on color sequences, as the base algorithm, but also on masks segmentation and depth 

sequences provided by the Kinect camera. 

We have analyzed the performance of different modalities depending on the distance of the 

camera to the person in order to assess the feasibility of a possible combined system using the 

various modalities supported by the proposed algorithm.  

To validate the algorithm, a dataset has been recorded, composed of sequences natural color, 

segmentation masks and depth sequences, in addition to recording of the heart rate measured by 

a heart rate monitor. Using this dataset a complete set of results in the different situations under 

study has been obtained. 

This algorithm is a reproduction based on the algorithm developed by Balkrishnan at MIT, 

although there may be modules that are not exactly equally implemented, due to they were not 

described with all the details of how they were implemented originally. 

Figure 1: Base algorithm diagram. 
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As seen in the diagram, this algorithm is based on obtaining pulse induced by blood flow in 

the head movement. We have followed the scheme of Figure 1. First the region of interest is 

obtained using the Viola-Jones algorithm, later get the minutiae using Good Features to Track. 

The algorithm Good Features to Track, based on the Shi-Tomasi corners detection algorithm, 

works under certain assumptions that make more stable detected points for tracking. Points 

found are tracked with KLT. The signals obtained as a result of tracking is filtered with a 

Butterworth bandpass order 5 and passband between 0.75 Hz to 5 Hz, and they applied the 

principal component analysis (PCA) on the remaining components in the range between the 

second and fifth. To finalize the Discrete Fourier Transform (DFT) is performed on this energy 

to search the frequency at which the maximum is obtained and the result of this is considered the 

heart rate. 
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3. People privacy preservation in video-
surveillance 

This work consists on studying the implementation of a privacy preserving module for the 

existing video surveillance systems [2]. The unstoppable growth of these systems in many 

scenarios of our daily life implicate the development of techniques that permit hiding personal 

features of those individuals involved in tracking video sequences, providing that original 

sequence can be restored for forensic use after corresponding judicial authorization. 

Firstly an exhaustive study of state of the art is performed. Existing privacy preserving 

techniques, those reversible and those that are not, are detailed. Furthermore, a scenario in which 

this privacy module can be integrated in is also presented. After this, the technique that respects 

privacy, reversibility and coding losses’ boundaries is selected. 

Later on, an algorithm that performs the selected technique is programmed. This algorithm 

is evaluated with several person detectors in order to study the behavior, introducing alternatives 

to improve its performance as well. Once best possible results are achieved, this algorithm is 

integrated in an application that detects persons after introducing the chosen privacy technique 

and shows visual real-time algorithm’s features using some basic functions.  

To change the sign of the DCT coefficients according to a PRNG (Pseudo Random Number 

Generator) is proposed in the state of the art. From an initial seed, a bit sequence of ones and 

zeros randomly determines which coefficients change sign and which is not generated. The 

initial value or seed is encrypted using a key and included in the stream to undo the scrambling 

in the decoder. In addition, since the scrambling is done in the transformed domain and before 

the formation of the encoded bitstream, any conventional decoder can undo the scrambling of 

the encoded bitstream without altering it. The DC coefficients are always positive so you can not 

consider a random alteration sign change. However, for "changing the sign" according to a 

certain threshold, the half of the maximum value that could take the DC coefficient could be 

taken. 

Although scrambling applying AC coefficients provides good levels of security it can also 

encrypt the DC coefficients altering the quantized value. In any case, the compression efficiency 

does not drop significantly and the computational complexity is not increased. 

Finally, note that this algorithm the scrambling is just applied to the top of the person (facial 

face a greater or lesser extent). Since the evaluation tries to check that the person detection 
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techniques still work once the scrambling has been performed, so the smaller region scrambling, 

the lower impact on the people detections. 

         

(a)      (b) 

Figure 2: Original image (a) and visual result of applying the scrambling function (b). 
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4. Material identification through the Kinect 
technology 

This work has as main objectives to design and capture an image database and a system 

capable to train a model and classify a set of previously captured images [3]. The aim of this 

process is to develop a prototype that performs an approximation to automatic material 

recognition through the Kinect sensor.  

In order to achieve these objectives several stages need to be first fulfilled. A study about 

recent versions of the Kinect sensor is first required. Then, existing methods for material 

characterization should be reviewed. These can be understood as versions of Bidirectional 

Reflectance Distribution Function (BRDF). In particular Histogram of Oriented Gradients 

(HoG) can be seen as a two-dimensional approximation to BRDF. The generation of knowledge 

models via Support Vector Machines (SVM) is also analysed. Finally datasets currently 

available for research have been also listed. 

A new dataset has been recorded using Microsoft Kinect capturing material selection from 

different capture and illumination incidence angles. In order to include additional information to 

colour images, depth and infrared images would be also included in the dataset. Each material 

image has an associated patch which aim is to isolate the material from its background. 

Once the dataset has been recorded a system using GDF-HOG and EigHess-HOG 

descriptors in order to extract patch characterization has been design. These descriptors are 

rotation invariant HoG extensions. Through SVM knowledge models have been generated. 

These models allow to predict and classify untrained input instances. 

Finally system performance has been evaluated achieving good results in supervised 

situations and promising results in real scenes. 

The proposed system has been implemented by designing a diagram showing the flow 

system by which we perform the automatic identification of materials and which we can 

visualize in Figure 2. 
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Figure 2: Flowchart of the proposed system. 

This system will consist of two main branches: A training branch (Top of the diagram) and a 

test branch (bottom). Both paths are be designed in the same manner but except the feature 

extraction block will be different. 

Training Branch: in this branch of the flow chart we will train a knowledge model which 

will serve to predict future samples. This process of base training data instances to which we 

extract, by using descriptor, a feature vector, which will serve to train a Support Vector Machine 

(SVM). 

Test Branch:  starts from a database of test instances. These instances are used to the final 

measure system performance. The feature extraction block will be identical to the training 

branch (except for a replication module data). Then it make use of model knowledge generated 

in the training branch and allow to predict test instances by SVM. These machines return a class 

(cotton, glass, …) for each input feature vector that we can use to measure performance of our 

system. 
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5. Conclusions 

This document has described different research lines. The three presented works show 

promising results, using different techniques in each of the systems. All these technologies may 

contribute additionally to the project technologies. 

Future research alternatives not directly considered within the project that may contribute 

additionally to the project technologies will be considered. It may comprise the use of additional 

sensors, processing methodologies, or the study of new application areas where the developed 

approaches may be of use (technological re-usability) for other project main research lines. 
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