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1. Introduction 

1.1. Motivation 

The work package 4 (WP4) aims at evaluating and integrating the algorithms developed 

within WP1, WP2 and WP3, in order to conform the global analysis chain to provide solutions 

to long-term video analysis for people behaviour understanding. In particular, this deliverable 

describes the work related with the task T.4.2: Use Cases and Demonstrators.  

The objective of this task is the development of demonstrators of the algorithms developed 

in the project, providing applications both for developers (for evaluation and testing) as well as 

for final users (use cases to be defined with the help of the Observing Partners). The use cases 

will focus on the applications areas of the surveillance and people monitoring challenges 

targeted by the project (e.g, outdoor surveillance, people monitoring in malls, in-home 

monitoring). 

1.2. Document structure 
 

This document contains the following chapters: 

• Chapter 1: Introduction to this document 

• Chapter 2: Planning of first set of applications 

• Chapter 3: Conclusions 

 





  
 

D4.2.2 v1 Applications  3 

 

2. Planning of first set of applications 

2.1. A complete abandoned object detection (AOD) 
system demonstrator 

A graphical user interface (GUI) has been developed to act as a demonstrator of the 

complete abandoned object detection (AOD) system. This GUI allows the user to check the 

system functionality in a visual way and to manually set the system algorithms and parameters 

[19].  

The development environment used for the interface creation has been Qt Creator (version 

4.2.1) based on Qt 5.8.0. An example of the working interface is shown in the picture below (see 

Figure 1): 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Graphical user interface or demonstrator interface. 

1. GUI elements. 

• Menu bar. This bar is placed on the top of the screen and the “file” option allows the 

user to select the desired vile file to process from the file explorer. Several formats 

(*.mpg, *.avi, *.mov, *.mp4, ...) are supported.  
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• Inside the main window of the interface the user can find: 

o Display area. This area allows the user to visualize the results of the system 

after each stage thereof. On top row from left to right, the current frame, the 

computed background and the foreground mask are displayed. On bottom 

row, the static foreground mask is displayed first, the people and object 

detections and finally the stolen/abandoned object classification. 

o Algorithm selection. Allows the user to choose a different algorithm for 

each module of the system by selecting it in a drop-down menu. 

Implemented algorithms at each stage of the system are listed below. 

• Parameters selection: 

o Seconds to static. This option allows the user to modify the number of 

seconds until an object is considered as stationary. It is set to 10 seconds by 

default.  

o People detection. If this checkbox is activated, the people detection is 

running throughout the full sequence, otherwise it only will be run when 

something static is detected.   

o Save results. If it is checked a .xml file with the detections found along the 

sequence will be created and saved.  

o Set context mask. This option allows the user to select an area of the frame 

where the detections will be ignored (non-interest area).  

• A dialog box where results are displayed in real time. 

• Pause and close execution options. 

2. Current functionalities. 

o Reading stored video sequences in several video formats (*.mpg, *.avi, *.mov, 

…).  

o Algorithms selection for each system stage. 

o Parameters selection. 

o Displaying results after each system stage. 
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o Saving results in .xml files.  

3. Implemented algorithms. 

a. Background subtraction module 

[1] Mixture Of Gaussians (MOG) background subtraction models the background by using 

several Gaussian distributions at each pixel location. 

[2] K-Nearest Neighbors background subtraction is an improved version of MOG. 

[3] Kernel Density Estimation (KDE) is a non-parametric modeling method that estimates 

the density function directly from the data. 

[4] Independent Multimodal Background Subtraction (IMBS) algorithm is based on the 

discretization of the color distribution of each pixel by applying a grouping algorithm to 

generate the background model. 

[5] LOcal Binary Similarity segmenTER (LOBSTER) based on Local Binary Similarity 

Pattern  (LBSP) features and color information. 

[6] Pixel- based Adaptive Word Consensus Segmenter (PAWCS) is an improved version of 

LOBSTER and based also on background word consensus. 

[7] Self-Balanced SENsitivity Segmenter (SUBSENSE) is on the same basis than PAWCS, 

but in addition it includes automatic adjustments of local sensitivity. 

b. Static foreground detection module  

[8] Temporal accumulation of the pixel’s persistence. 

[9] Subsampling approach also analyzes persistence via foreground subsampling. 

[10] History Images is a multi-feature detector combining foreground, motion and structural 

information. 

[11] Dual Background Model computes static foreground by comparing two background 

models (short and long-term) 

[12] Triple Background Model computes static foreground by comparing three background 

models (short, medium and long-term) 

c. People detection module 
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[13] Histogram of Oriented Gradients (HOG) applies exhaustive search based on holistic 

appearance descriptors along the whole image. 

[14] Haar-like features classifier is based on a trained holistic person model. 

[15] Deformable Part-based Model (DPM) is a part-based person model. 

[16] Aggregated Channel Features (ACF) is a detector also based on exhaustive search and a 

holistic model. 

d. Abandoned object classification module 

[17] High Gradient (HG) and Color Histogram (CH) approaches. The former analyzes high-

gradient value points along the object shape while the second only considers color information. 

[18] Pixel Color Contrast (PCC) method combines edge and color information. 

2.2. A multi-camera pedestrian detector with semantic 
constraining demonstrator  

The main functionality of the developed application is to facilitate the use and configuration 

to the final user of the different algorithms and strategies implemented in the final application. 

This application aims to implement a multi-camera pedestrian detector with semantic 

constraining. Two main interfaces have been created depending on the final user [20]. 

The developer interface version allows to: 

 

First, visualize all the video sequence from the video cameras. These sequences may be loaded 

through the dedicated menu for opening video files, or cameras IP can be loaded so network 

streams are used in the case of IP cameras (see Figure 2). 

In addition to the video sequence, the interface allows to visualize both intermediate results and 

outputs from the developed algorithms (pedestrian detection, semantic segmentation, usage rate 

extraction…) over the camera frames. This information is intended for the developer user. 

Also, the interface represents the common reference plane with all the projected information 

that is used in the multi-camera system. In this plane one can observe projected pedestrian in 

addition to the desired semantic information. In the image it has been decided to project on to 

the reference plane those path-labelled areas by the semantic segmentation algorithm. 

Finally, the developer version has a configuration area that allows the user to: 



  
 

D4.2.2 v1 Applications  7 

 

Choose the desired configuration to perform pedestrian detection task. Configuration includes 

both the algorithm and the online selection of the detection threshold. In the options one can 

choose between several algorithms such as Histogram of Oriented Gradients (HOG), 

Deformable Parts Models (DPM), Aggregate Channel Features (ACF) or Fast-RCNN.  The 

interface also allows to enable or disable the semantic constraining or the multi-camera fusion 

algorithm. 

From the interface one can modify the projection representation for pedestrian detections onto 

the reference plane. Detections may be represented as lines obtained from the bounding boxes 

or as Gaussian functions. 

Furthermore, and if files have been previously loaded, the interface allows the user to visualize 

simultaneously ground-truth information. 

Finally, there exists an information area from where the user gets all the necessary information 

to proceed if the interface is in idle state. When the application is working this area will display 

several information about the video files, the algorithms and the output paths. 

Figure 2. Developer demonstrator interface. 
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Client version: 

This version of the interface is intended for the final user. It allows the user to run the 

program without any knowledge about the algorithms behind the application. Due to this reason, 

it only contains the display and the information area. The configuration area has disappeared, 

and all the tuneable (see Figure 3). 

Figure 3. Client demonstrator interface. 

 

2.3. A long-term tracking with target re-identification 
demonstrator 

The objective of this work is to improve the performance of an existing tracker, called 

PKLTF (Point-based Kanade Lucas Tomasi colour-Filter). A newly improved tracker is 

designed considering the problems that affect the base tracker. Several improvements are tested, 

some of which are integrated into the proposed version SAPKLTF (Scale Adaptive Point-based 

Kanade Lucas Tomasi colour-Filter) 14[21]. 

A demonstrator application is developed in order to show the operation of the tracker in real 

situations, to facilitate the understanding of the algorithm and the influence of the parameters on 

the algorithm performance (see Figure 4). 
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In this case, the PKLTF demonstrator developed in a previous work [22] is used as starting 

point. This application has been updated with the SAPKLTF tracking algorithm. 

The application gives a simple way to interact with the algorithm. Firstly, the user must 

choose the camera from which the application receives the video streaming; it can be a local 

camera or an IP camera. Once the camera, is selected the user can start running the 

demonstrator. To initialize the algorithm, the user must select the bounding box that defines the 

target with the mouse. 

Through the configuration button, the user can change the parameters of the tracker, as well 

as different display options.  

 

 

Figure 4. SAPKLTF demonstrator interface. 
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3. Conclusions 

This deliverable updates the work related with the task T.4.2: Use Cases and Demonstrators. 

Following the guidelines for the development of applications and demonstrators in relation with 

the project. This document includes the description of three different demonstrator implemented 

during the last period of this project. [20] presents a multi-camera pedestrian detector with 

semantic constraining demonstrator. [19] proposes a complete abandoned object detection 

(AOD) system demonstrator. And ¡Error! No se encuentra el origen de la referencia. 

describes a long-term tracking with target re-identification demonstrator. 
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