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1. Introduction 

1.1. Motivation 

The work package 4 (WP4) aims at evaluating and integrating the algorithms developed 

within WP1, WP2 and WP3, in order to conform the global analysis chain to provide solutions 

to long-term video analysis for people behaviour understanding. In particular, this deliverable 

describes the work related with the task T.4.2: Use Cases and Demonstrators.  

The objective of this task is the development of demonstrators of the algorithms developed 

in the project, providing applications both for developers (for evaluation and testing) as well as 

for final users (use cases to be defined with the help of the Observing Partners). The use cases 

will focus on the applications areas of the surveillance and people monitoring challenges 

targeted by the project (e.g., outdoor surveillance, people monitoring in malls, in-home 

monitoring). 

1.2. Document structure 
 

This document contains the following chapters: 

• Chapter 1: Introduction to this document 

• Chapter 2: Set of applications 

• Chapter 3: Conclusions 
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2. Applications 

2.1. A complete abandoned object detection system 
demonstrator 

A graphical user interface (GUI) has been developed to act as a demonstrator of the 

complete abandoned object detection (AOD) system. This GUI allows the user to check the 

system functionality in a visual way and to manually set the system algorithms and parameters 

[19].  

The development environment used for the interface creation has been Qt Creator (version 

4.2.1) based on Qt 5.8.0. An example of the working interface is shown in the picture below (see 

Figure 1): 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Graphical user interface or demonstrator interface. 

1. GUI elements. 

• Menu bar. This bar is placed on the top of the screen and the “file” option allows the 

user to select the desired vile file to process from the file explorer. Several formats 

(*.mpg, *.avi, *.mov, *.mp4, ...) are supported.  
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• Inside the main window of the interface the user can find: 

o Display area. This area allows the user to visualize the results of the system 

after each stage thereof. On top row from left to right, the current frame, the 

computed background and the foreground mask are displayed. On bottom 

row, the static foreground mask is displayed first, the people and object 

detections and finally the stolen/abandoned object classification. 

o Algorithm selection. Allows the user to choose a different algorithm for 

each module of the system by selecting it in a drop-down menu. 

Implemented algorithms at each stage of the system are listed below. 

• Parameters selection: 

o Seconds to static. This option allows the user to modify the number of 

seconds until an object is considered as stationary. It is set to 10 seconds by 

default.  

o People detection. If this checkbox is activated, the people detection is 

running throughout the full sequence, otherwise it only will be run when 

something static is detected.   

o Save results. If it is checked a .xml file with the detections found along the 

sequence will be created and saved.  

o Set context mask. This option allows the user to select an area of the frame 

where the detections will be ignored (non-interest area).  

• A dialog box where results are displayed in real time. 

• Pause and close execution options. 

2. Current functionalities. 

o Reading stored video sequences in several video formats (*.mpg, *.avi, *.mov, 

…).  

o Algorithms selection for each system stage. 

o Parameters selection. 

o Displaying results after each system stage. 
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o Saving results in .xml files.  

3. Implemented algorithms. 

a. Background subtraction module 

[1] Mixture Of Gaussians (MOG) background subtraction models the background by using 

several Gaussian distributions at each pixel location. 

[2] K-Nearest Neighbors background subtraction is an improved version of MOG. 

[3] Kernel Density Estimation (KDE) is a non-parametric modeling method that estimates 

the density function directly from the data. 

[4] Independent Multimodal Background Subtraction (IMBS) algorithm is based on the 

discretization of the color distribution of each pixel by applying a grouping algorithm to 

generate the background model. 

[5] LOcal Binary Similarity segmenTER (LOBSTER) based on Local Binary Similarity 

Pattern  (LBSP) features and color information. 

[6] Pixel- based Adaptive Word Consensus Segmenter (PAWCS) is an improved version of 

LOBSTER and based also on background word consensus. 

[7] Self-Balanced SENsitivity Segmenter (SUBSENSE) is on the same basis than PAWCS, 

but in addition it includes automatic adjustments of local sensitivity. 

b. Static foreground detection module  

[8] Temporal accumulation of the pixel’s persistence. 

[9] Subsampling approach also analyzes persistence via foreground subsampling. 

[10] History Images is a multi-feature detector combining foreground, motion and structural 

information. 

[11] Dual Background Model computes static foreground by comparing two background 

models (short and long-term) 

[12] Triple Background Model computes static foreground by comparing three background 

models (short, medium and long-term) 

c. People detection module 
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[13] Histogram of Oriented Gradients (HOG) applies exhaustive search based on holistic 

appearance descriptors along the whole image. 

[14] Haar-like features classifier is based on a trained holistic person model. 

[15] Deformable Part-based Model (DPM) is a part-based person model. 

[16] Aggregated Channel Features (ACF) is a detector also based on exhaustive search and a 

holistic model. 

d. Abandoned object classification module 

[17] High Gradient (HG) and Color Histogram (CH) approaches. The former analyzes high-

gradient value points along the object shape while the second only considers color information. 

[18] Pixel Color Contrast (PCC) method combines edge and color information. 

2.2. A multi-camera pedestrian detector with semantic 
constraining demonstrator  

The main functionality of the developed application is to facilitate the use and configuration 

to the final user of the different algorithms and strategies implemented in the final application. 

This application aims to implement a multi-camera pedestrian detector with semantic 

constraining. Two main interfaces have been created depending on the final user [20]. 

The developer interface version allows to: 

 

First, visualize all the video sequence from the video cameras. These sequences may be loaded 

through the dedicated menu for opening video files, or cameras IP can be loaded so network 

streams are used in the case of IP cameras (see Figure 2). 

In addition to the video sequence, the interface allows to visualize both intermediate results and 

outputs from the developed algorithms (pedestrian detection, semantic segmentation, usage rate 

extraction…) over the camera frames. This information is intended for the developer user. 

Also, the interface represents the common reference plane with all the projected information 

that is used in the multi-camera system. In this plane one can observe projected pedestrian in 

addition to the desired semantic information. In the image it has been decided to project on to 

the reference plane those path-labelled areas by the semantic segmentation algorithm. 

Finally, the developer version has a configuration area that allows the user to: 
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Choose the desired configuration to perform pedestrian detection task. Configuration includes 

both the algorithm and the online selection of the detection threshold. In the options one can 

choose between several algorithms such as Histogram of Oriented Gradients (HOG), 

Deformable Parts Models (DPM), Aggregate Channel Features (ACF) or Fast-RCNN.  The 

interface also allows to enable or disable the semantic constraining or the multi-camera fusion 

algorithm. 

From the interface one can modify the projection representation for pedestrian detections onto 

the reference plane. Detections may be represented as lines obtained from the bounding boxes 

or as Gaussian functions. 

Furthermore, and if files have been previously loaded, the interface allows the user to visualize 

simultaneously ground-truth information. 

Finally, there exists an information area from where the user gets all the necessary information 

to proceed if the interface is in idle state. When the application is working this area will display 

several information about the video files, the algorithms and the output paths. 

Figure 2. Developer demonstrator interface. 
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Client version: 

This version of the interface is intended for the final user. It allows the user to run the 

program without any knowledge about the algorithms behind the application. Due to this reason, 

it only contains the display and the information area. The configuration area has disappeared, 

and all the tuneable (see Figure 3). 

Figure 3. Client demonstrator interface. 

 

2.3. A long-term tracking with target re-identification 
demonstrator 

The objective of this work is to improve the performance of an existing tracker, called 

PKLTF (Point-based Kanade Lucas Tomasi colour-Filter). A newly improved tracker is 

designed considering the problems that affect the base tracker. Several improvements are tested, 

some of which are integrated into the proposed version SAPKLTF (Scale Adaptive Point-based 

Kanade Lucas Tomasi colour-Filter) 32[21]. 

A demonstrator application is developed in order to show the operation of the tracker in real 

situations, to facilitate the understanding of the algorithm and the influence of the parameters on 

the algorithm performance (see Figure 4). 
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In this case, the PKLTF demonstrator developed in a previous work [22] is used as starting 

point. This application has been updated with the SAPKLTF tracking algorithm. 

The application gives a simple way to interact with the algorithm. Firstly, the user must 

choose the camera from which the application receives the video streaming; it can be a local 

camera or an IP camera. Once the camera, is selected the user can start running the 

demonstrator. To initialize the algorithm, the user must select the bounding box that defines the 

target with the mouse. 

Through the configuration button, the user can change the parameters of the tracker, as well 

as different display options.  

 

 

Figure 4. SAPKLTF demonstrator interface. 

 
New features added to the demonstrator: 

• Frame size change (for speed-up purposes) 

A scale variable has been added that indicates the scaling that will be performed to the 

frames before processing them. It is also necessary to scale the ground truth annotations in the 

same way and rescale them in the output to maintain the original size display. 

• Support to orientation changes (rotated bounding-box) 
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The changes have been made on the videoMain function in which the new points are 

calculated from the angle. Starting from the previously implemented bounding-box, its 

corners are rotated the corresponding angle to obtain the new points of the rotated 

bounding box. 

• Webcam resolution change through the interface 

The resolution change of the frame has been developed in the function that processes the 

frames. If there is a selected object, the resolution is processed, otherwise, an array of the frame 

size with the new scale is created. 

 

If the function of updating the display detects that the user wants to change the resolution 

through the interface, it turns off the camera with the old resolution, and connect a new camera 

with the new resolution. 

In the same way, a ComboBox has been added in the configuration window with the 

available resolutions. The result is presented below. 

 
Figure 5. Graphical user interface or demonstrator interface. 
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Figure 6. Example of resolution changes of the webcam by graphic interface 
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• Initialization of histograms on non-vertical ground truth 

The original code, when extracting the characteristics from the ground truth 

(initialize the object), considered a rectangle aligned with the axes of the frame. In this 

implementation this has been changed so that it is now done on the exact area marked 

by the ground truth obtained. 

Two new functions have been implemented. These two functions are responsible for 

obtaining the histograms of the points contained in the area, bounded by the polygon 

(which will match the coordinates obtained for the ground truth), foreground, and the 

area around it, background, which will be used to perform the background correction 

(CBWH). In the following images the corresponding mask is applied to obtain the 

desired pixels. 

 
Figure 7. Ground truth (right) and obtained mask (left) 
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Figure 8. Mask considered to obtain the background (left) and region obtained for the 

object (right) 

 

 

2.4. Pedestrian Density estimation in multi-camera 
scenarios. 

This method starts from the solution for multi-camera pedestrian detector with semantic 

constraining described in section ¡Error! No se encuentra el origen de la referencia. and 

provides new functionalities to estimate and demonstrate pedestrian density estimation in multi-

camera scenarios.  

First, unique scene-wise pedestrian detections are generated. To this aim, per camera 

detection are projected onto a common ground plane by means of homography transformations. 

Based on semantic cues from the scenario, the ground-plane is role-annotated creating thereby, 

an automatic focus area which allows to filter-out false pedestrian detections (commonly known 

as ghosts). Besides, a novel scheme to fuse per-camera pedestrian detections is proposed. Using 

graph theory, connected components are established between projected per-camera detections 

on the ground-plane, generating unique and global pedestrian detections. 
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Second, the application has been enhanced so it can operate on both video files and on video 

streams from Pan-Tilt-Zoom (PTZ) cameras. OpenCV capabilities have been used to load a 

video stream from an IP camera into the application. OpenCV VideoCapture class permits to 

load URL streams in the following format:  IP_PROTOCOL://user:password@IP/XXX. The IP 

(Internet Protocol) PTZ cameras (Sony IPELA SNC-RZ60P) available in the Escuela 

Politécnica Superior are accessible via HTTP, providing a MJPEG-compressed video stream.  

Using the OpenCV VideoCapture.open() method, this stream is accessible via: 

http://<user>:<password>@192.168.11.21/mjpeg. The VideoCapture class is driven by a 

stand-alone buffer of fixed size which in case of overflow discards frames to flush computer’s 

memory. 

Third, the application has been improved and now deep learning architectures and modules 

can be loaded. Now there is the possibility of including both detectors and semantic 

segmentation algorithms by the use of the Deep Neural Network (DNN) module by OpenCV. In 

the first place, a newer version of Faster-RCNN object detection algorithm has been integrated 

in the application via the OpenCV FasterRCNNPeopleDetection() method. In the baseline 

application, object detection by Fast-RCNN was pre-computed offline and then loaded into the 

application. Using the OpenCV DNN module, Faster-RCNN is integrated to run online within 

the application. Integration has been done so Faster-RCNN can be used under both VGG-16 and 

ZF architectures with weights pre-trained on the ImageNet dataset. Computational times when 

using DNN module in an Intel® Core™ i3-4150 CPU @ 3.50GHz × 4 computer are around 25 

seconds per frame. 

Pedestrian density estimation is driven by a novel density_estimation method which 

operates on the fused detections on an image representation of the ground plane. The global 

detections are considered punctual and represented by active pixels on this ground plane image. 

A 3-dimensional Gaussian kernel with temporal scale observation T and spatial scale 

observation σ is used to convolve successive ground plane images, both scale parameters can be 

dynamically changed during execution.  

A demonstrator application is developed to illustrate these functionalities. This application 

is supported by two versions of a GUI: the developer (see Figure 9. Developer version of 

the Pedestrian Density Estimation application interface: layout (left) and example 

(right). 

 

http://%3cuser%3e:%3cpassword%3e@192.168.11.21/mjpeg
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2.5. Application for potential distractors detection in 
video object tracking. 

This application aims to demonstrate the capabilities of the methods created along the HA-

Video project to detect, given a target object, a scored-set of potential distractors in the same 

video sequence. To this aim, some of the methods have been adapted to this scenario, and a new 

application with associated interface is developed.  

Given a target, the protocol is as follows. First, the target is described, and a configurable 

searching area is defined around it. Potential objects on this area can be defined by an 

objectness analysis. The application also allows to bypass this stage, searching on a sub-area 

partition of the whole searching area under an equal-scale premise. In both cases, objects and 

subareas are described by the same procedure as the target. Distractor scores are obtained by 

comparing these descriptions with the target one. In order to describe the target, objects and 

subareas, convolutional neural networks are used.  

Two methods have been integrated in the application. In the first method, a ResNet50 

architecture pre-trained with the ImageNet dataset is used to characterize the target and a 

searching area around it. In particular, the 22nd layer of the network is used, yielding a 512-

dimensional characterization vector for each pixel. Using all the target pixels as a template, we 

rely on normalized cross-correlation on the searching area to locate the centers of potential 

distractors. This scoring scheme shares philosophy with recent Siamese-network methods.  

The second method relies on a preliminary detection of potential objects in the searching 

area. To this aim, the EdgeBoxes algorithm is used. The target and each detected object are then 

characterized by the last layer of an AlexNet architecture also trained with the ImageNet 

dataset. Up to four measures are available for description comparison: cosine, Euclidean, 

earth’s-mover and chi-square distances are included in the application. Results of this method 

can be visualized in Figure 10. 

Both methods are accessible via Graphical Interface Unit (GUI) see 11. Through the GUI, a 

potential user can also select the input data and parameters of both methods. In particular, the 

current version of the application allows to analyze all the videos in the VOT2016 challenge and 

to configure the following parameters: 

• Number of distractors: defines the maximum number of distractors to detect. These 

are sorted according to their resemblance to the target. 

• Threshold: defines the maximum distance between the target and a potential 

distractor to consider this last a plausible one. 

• Distractor radio: allows to define the searching area around a target. The size of this 

area is defined proportional to the target’s size. 
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• Overlap: Parameterizes a Non-Maximum Suppression method to remove potential 

distractors before their description. 

 

 

 

 

 

 

 

Figure 10. First three potential distractors—in red—given a target—in green—. Here, 

the first distractor is detected inside the target and only included for illustrative reasons. 
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Figure 11. Layout of the distractor detection application. 
 

2.6. Application for people detection evaluation 
) and the client version. Both versions allow to demonstrate the method both on a pre-

recorded video file and on an IP video stream. 

The developer version permits to online change pedestrian detection methods and the 

parameters of the new pedestrian density estimation method (T and σ). Several pedestrian 

detections are integrated in the demonstrator: Histogram of Oriented Gradients (HOG), 

Deformable Parts Model (DPM), Aggregate Channel Features (ACF), Fast-RCNN and YOLO. 

The client version allows the user to run the program without any knowledge on the algorithms 

behind the application. Due to this reason, it only contains the display and the information area. 

The configuration area is disabled, and all the tunable parameters are default set. 

 

   

Figure 9. Developer version of the Pedestrian Density Estimation application interface: 

layout (left) and example (right). 

 

2.7. Application for potential distractors detection in 
video object tracking. 

This application aims to demonstrate the capabilities of the methods created along the HA-

Video project to detect, given a target object, a scored-set of potential distractors in the same 

video sequence. To this aim, some of the methods have been adapted to this scenario, and a new 

application with associated interface is developed.  

Given a target, the protocol is as follows. First, the target is described, and a configurable 

searching area is defined around it. Potential objects on this area can be defined by an 

objectness analysis. The application also allows to bypass this stage, searching on a sub-area 

partition of the whole searching area under an equal-scale premise. In both cases, objects and 
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subareas are described by the same procedure as the target. Distractor scores are obtained by 

comparing these descriptions with the target one. In order to describe the target, objects and 

subareas, convolutional neural networks are used.  

Two methods have been integrated in the application. In the first method, a ResNet50 

architecture pre-trained with the ImageNet dataset is used to characterize the target and a 

searching area around it. In particular, the 22nd layer of the network is used, yielding a 512-

dimensional characterization vector for each pixel. Using all the target pixels as a template, we 

rely on normalized cross-correlation on the searching area to locate the centers of potential 

distractors. This scoring scheme shares philosophy with recent Siamese-network methods.  

The second method relies on a preliminary detection of potential objects in the searching 

area. To this aim, the EdgeBoxes algorithm is used. The target and each detected object are then 

characterized by the last layer of an AlexNet architecture also trained with the ImageNet 

dataset. Up to four measures are available for description comparison: cosine, Euclidean, 

earth’s-mover and chi-square distances are included in the application. Results of this method 

can be visualized in Figure 10. 

Both methods are accessible via Graphical Interface Unit (GUI) see 11. Through the GUI, a 

potential user can also select the input data and parameters of both methods. In particular, the 

current version of the application allows to analyze all the videos in the VOT2016 challenge and 

to configure the following parameters: 

• Number of distractors: defines the maximum number of distractors to detect. These 

are sorted according to their resemblance to the target. 

• Threshold: defines the maximum distance between the target and a potential 

distractor to consider this last a plausible one. 

• Distractor radio: allows to define the searching area around a target. The size of this 

area is defined proportional to the target’s size. 

• Overlap: Parameterizes a Non-Maximum Suppression method to remove potential 

distractors before their description. 
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Figure 10. First three potential distractors—in red—given a target—in green—. Here, 

the first distractor is detected inside the target and only included for illustrative reasons. 
 

 
 

Figure 11. Layout of the distractor detection application. 
 

2.8. Application for people detection evaluation 
 

People detection is a low-level task used in many computer vision and video processing 

applications. Examples include video surveillance (e.g. people density estimation, people 

counting, action recognition, anomaly detection and action recognition), smart environments 

(e.g. room monitoring and fall detection), and content retrieval (video annotation, event 
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detection, object tracking). Typically, these applications need to start with the detection of the 

objects of interest (which are people in the previous scenarios) to then realize their purposes.  

PDbm [23] benchmark proposed to the researchers send by email their results in order to 

obtain the evaluation. In this way, they couldn't know how their algorithm works until they 

made the final submit. The new approach provides a standalone application which allows users 

to evaluate their algorithms from their own computer, and compare the output with the results of 

the detectors published on the web site from the state of the art. For this task, the files which the 

application is going to need are the documents for the sequences with all the bounding boxes 

detected in the specified format. Another important feature of this tool is that it allows to update 

the results of the algorithm to the platform making a final submission, that is going to contain 

the files with the bounding boxes detected, the researchers information and the output in terms 

of average precision (AP). For this reason, we will maintain and update a rank list of the most 

accurate people detection algorithms for years to come.  

In order to make the evaluation, the dataset selected has been extracted from the Change 

Detection Benchmark [24] dataset 2012/2014. The sequences have been selected to easily 

compare any people detection approach from the state of the art. They contain a range of 

challenges present in the real world (e.g. baseline, dynamic background camera jitter) and 

include accurate ground truth for people detection. 

All the evaluation code is integrated in the standalone application that provides the 

challenge. In order to reach a greater number of users, we have created a version for Windows 

and another version for Ubuntu. 

The participants must install the executable following the instructions that are available in 

the same zip folder. The toolkit needs to know the path of the MATLAB Runtime. Therefore, 

for each operating system we have provided a version that includes an installer which 

downloads the MATLAB Runtime from web and installs it along with the deployed MATLAB 

application, and another version that includes an installer that already has the MATLAB 

Runtime installer. If the user already has MCR (MATLAB Compiler Runtime), it is important 

to check if the version is compatible with the application (R2017b). In case they are not, the 

Runtime included in the application zip must be installed. If the user does not have MATLAB, 

is not necessary to install it or the license, only the runtime must be installed. 

This application evaluates as much video sequences as the participants want from the 

database, so first of all, we will select them as we can see in Figure 12. Figure 13 shows one 

example of the application results over the sequence “tramstop”. 
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Figure 12. Application in the step of “select video sequences” 

 

 

Figure 13. Application with the final results showed on the interface. 
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2.9. Multi-camera video surveillance system based on 
smartphones 

Over the past years, video surveillance has become a prominent issue in order to satisfy 

such a basic need as security. Currently, complex hardware surveillance systems and object 

detection algorithms are being used to meet this need. However, the demand for more 

affordable, portable and versatile systems is continuously increasing. Therefore, the motivation 

for this project is to provide users with a more accessible video surveillance system by 

exploiting the assets of modern cell phones (Android smartphones), since they are available to 

most people nowadays.  

This project continues the work presented in [25]. The proposed system uses Android 

smartphones as cameras, which are controlled remotely by the user with a client application 

installed in a computer. In addition, a server is implemented, in the same computer, in order to 

control and manage every communication between users and cameras.  

Thereby, the main goal of this project is to build a surveillance system by which the user is 

able to display the images captured by the smartphones in a computer. For that purpose, the user 

will send orders from the client application, which will reach the cameras through the server, by 

a certain WiFi connection. Then, the cameras will start to capture images and send them back to 

the user. Aside from this main feature, the user can control the cameras by using other 

predefined commands such as: see and set certain camera parameters (resolution, FPS, 

Bluetooth status, WiFi status, etc), start and stop the image capturing process by the cameras 

and demand either the last frame from a camera (Get-Frame) or every frame captured for a 

certain amount of time (Get-Video). 

In order to evaluate the system performance, diverse scenarios were tested, with different 

number of simultaneously connected cameras and image resolutions. Thus, measures of frames 

per second (FPS), CPU load, network saturation and use of RAM have been made. The results 

of these tests show some issues regarding the number of FPS received at the computer when 

dealing with high resolution images. Therefore, one of the goals of this project is to find the 

causes of this matter and try to implement a solution. 

Therewith, it has been proven that the main bottlenecks of this system are due to the image 

processing capacity of the used cell phones and the network bandwidth. In addition, the number 

of FPS also decreased when dealing with multicamera scenarios, since the client application 

was only able to manage the frame request of one camera at a time. In order to enhance the 

system performance, this section has been improved by making the client application being able 

to manage the video request from several cameras simultaneously, which leads to much better 

results. 
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Furthermore, new system applications regarding object detection and tracking have been 

started. This first approach to include tracking in the system functionality is still in progress, so 

future work will include the development of this kind of features and their testing. Finally, more 

improvements regarding image processing and transmission could be made in order to obtain a 

more efficient system. 

 

 

Figure 14. Visual example representing the different elements of the system. 
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2.10. Live streaming of classes and seminars using 
automatic video tracking 

The idea of global communication, which nowadays is present in all the areas of our life, 

makes technology and the telecommunication systems indispensable. If we talk about education 

and how we could enhance it by integrating telecommunications system throughout the teaching 

and learning environments, we could think about connecting students and classes from Internet, 

using on-demand video streaming as a tool for multiple learning experiences.  

Thus, the main motivation of this project is to automate the camera tracking of a teacher in a 

classroom to generate a portable system that could stream classes in real-time using on-demand 

video streaming, so that students who, for various reasons, couldn’t physically attend the 

classroom could be part of it from their devices.  

This project is a continuation of several previous works. On one hand, [21][26] which result 

in two algorithms that, based on the sequence of images captured by an IP fixed camera, track 

the teacher’s position in real time the classroom and oriented in the direction an IP PTZ camera. 

In the other hand, [27], which achieve a fully functional broadcast system via live streaming for 

classes. 

The previously algorithms implemented were designed for fixed systems, which could not 

be transported and, therefore, used in different facilities. Therefore, to give more possibilities 

and comfort, the main objective is to create a complete portable system. 

As we can see in Figure 15, our portable system is composed of a cameras system, a router 

and a laptop. 

• Cameras System:  It uses two cameras; a Pan-tilt-zoom IP camera and a webcam, both 

with a broad range of vision, which will be connected to the router and the laptop, 

respectively.  

• Laptop: It uses a laptop which supports live broadcast and the software that enables the 

functioning of the cameras system.  

• Router: It supports the connection between the PTZ camera and the laptop, and the live 

broadcast.  

The speaker will use the laptop to run the tracking algorithm code, first it will detect the 

position of the person who is speaking and track him, and next it would send the guidelines of 

movement to the PTZ camera. After that, the PTZ camera will send the video trough the router 

to the laptop, who will stream the video. 
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In the following picture we can see a model of the system and how it works. 

 

Figure 15. Visual example representing the different elements of the system. 

 

We have two fundamental parts in the development of the system: 

TRACKING- On the one hand we have the tracking of the speaker, that will be made by the 

PTZ camera that will move consistent with the instructions received from the webcam, based on 

the homography matrix. On the other hand, we have the webcam that achieve the tracking 

instructions of the lecturer due to a HOG first person detection and an algorithm about follow of 

distinctive points. 

STREAMING- To do this part of the job we are based on the idea of using a streaming page 

as YouTube that haves a huge digital support. Taking advantage of this, we make a private 

streaming allowing only the people who is participant in the Moodle grade of the subject to see 

the streaming. This allows us to get more privacy and the option of get the participation of the 

students in the streaming with the Moodle blogs. 
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2.11. Multi-Camera Pedestrian Detection Benchmark 
Application 

The multi-camera pedestrian detection benchmark application starts from the 

application described in section 2.2 and enhances it with functionalities to ease: 

• The synchronous evaluation of several multi-camera pedestrian detectors. 

• The quantitative evaluation of multi-camera pedestrian detectors by multiple state-

of-the-arts indicators on a per-frame basis. 

• The qualitative evaluation of multi-camera pedestrian detectors with respect to 

ground-truth data both on the image and the floor planes. 

Functionalities.    The application allows the users to quantitatively evaluate both 

state-of-the-art and new pedestrian detectors, providing per-frame and synchronized 

performance indicators for all the evaluated algorithms. Evaluation routines are 

included within the application. Specifically, the following multi-camera pedestrian 

detection performance indicators [28][29] have been included: Precision, Recall, F-

Score, Area Under the Curve, N-MODA, N-MODP. The overall values of these 

indicators are provided for each camera and for each pedestrian detector (see bottom-

right part of Figure 16). Furthermore, the application provides visualization tools to 

simplify and signify qualitative evaluation. Detection results—in the shape of bounding-

boxes—are overlaid onto each camera frame together with ground-truth information. 

Moreover, global (camera-aggregated) detections are overlaid on the floor plane. 

The application provides several visualization tools to navigate and parametrize 

performance, these are: move forward or backward in the video sequence, jump to a 

desired frame number, select operative the pedestrian detectors, enable ground-truth 

displaying, and configure global and per-camera pedestrian detection thresholds (see 

bottom-left part of Figure 16).  

Performance indicators can be saved to a MATLAB file (.mat) and be used for later 

benchmarking with minimum revaluation.  
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Figure 16. Multi-camera pedestrian detection benchmark application. The example 

depicts results for the DPM [31] and Faster R-CNN [32] pedestrian detectors on the 

EPFL Terrace dataset [30]. 

Use.  The application requires—in pre-specified but well-stablished formats—the 

following information to operate: per-camera detections (bounding-boxes) for each 

detector, camera frames, ground-truth files and calibration parameters for each dataset.  

Currently, the default version of the application is setup for EPFL Terrace [30] dataset.  

The application is fully operative and has been uploaded along with the necessary 

documentation to a GitHub repository (currently private) for its future use (see Figure 

17). 
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Figure 17. GitHub repository containing the fully operative application code and 

documentation for future use. 
 

 

2.12. Visualizer and controller for multi-camera video 
surveillance simulator 

 

 

This application starts from the work done in WP1 for multi-camera system simulators 

(MSS simulator). 

 

We have created an an interface that shows a multicamera scenario created by the 
MSS simulator in which you can test and compare artificial vision algorithms. WE 
have used MFC C ++ technology and OpenCV library for Computer vision.  
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The result is an interface where a videowall with different cameras is shown. In the 
same interface, different options for the use of cameras by buttons are included 
such as rotation left/right, movement up/down and zoom in/out. 
 

The following figure shows an example of the interface 

 

 
Figure 18. Visual interface for the MSS simulator 

 

 

Moreover, additional interfaces have been created where you can setup the camera IP 

address and  the camera spatial location., as shown in the following figure: 

  
Figure 19. Additional visual interfaces  

 

 

Finally, we include an example of the application running 
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Figure 20. Running example of the visual interface for the MSS simulator 
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3. Conclusions 

This deliverable describes the work related with the task T.4.2: Use Cases and 

Demonstrators. Following the guidelines for the development of applications and demonstrators 

in relation with the project. This document includes the description of the different evaluation 

methods, applications, and demonstrators developed during the last period of this project. 2.1 

proposes a complete abandoned object detection (AOD) system demonstrator. 2.2 presents a 

multi-camera pedestrian detector with semantic constraining demonstrator. 2.3 describes a long-

term tracking with target re-identification demonstrator, which is used in 2.10 for a complete 

streaming system for classes and seminars, and is complemented with 2.7 which presents an 

application for potential distractors detection. 2.4 describes the GUI developed for pedestrian 

density estimation in multi-camera scenarios. 2.9 extends a system for Multi-camera video 

surveillance which consider smartphones as autonomous cameras able to process images and 

video. Finally, two evaluation methods are presented in 2.8 and 2.11. 
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