MOTIVATION

Q Self-Supervised Learning (SSL) models
can learn biases, contrary to common belief.

Q It is unclear if some types of SSL learn
more biases than others.

STUDIED SOCIAL BIASES INCLUDE

Concepts (4, Y) Attributes (A, B)

Male and Female Career and Family
Black and White Weapon and Tool
Skinny and Overweight | Pleasant and Un-
pleasant
MAIN FINDINGS

Contrastive SSL models learn more
Z biases than geometric or clustering
ones.

Z Most biases are learned in the deep
layers of a network.

Z SSlL-learned biases transfer to the
downstream task.

There is a trade-off between the accu-
racy and a number of learned biases.
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Biases are transferred to
the downstream task!
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